
Chapter 2
Generative AI in practice

Alessandro N. Vargas

Abstract: This chapter examines how generative AI, specifically Chat-
GPT, can be used to enhance scientific writing. ChatGPT can improve
communication by helping make the text clearer, coherent, and grammat-
ically sound. ChatGPT proves particularly useful for non-native English
speakers, as it shows the ability to polish texts. The chapter also under-
scores critical limitations, such as occurrences of factual inaccuracies and
hallucinations. These issues suggest that ChatGPT should be utilized as an
assistant, primarily to aid writers in refining their texts, rather than as a sole
or authoritative source.

How does generative AI work? The answer is that generative AI works over a
computational model, and it interacts with users through a textual chat, also called
chatbot. So far, the largest model available is GPT. However, it does not explain
how it can produce sophisticated texts without human intervention. We explore this
capability—at least partially—in the sequence.

1 ChatGPT runs over a probabilistic model

In Section 1.2, we emphasized that almost all language models work as (or are
inspired by) Markov chains. In this chapter, we conjecture—and present evidence
suggesting—that ChatGPT functions in a manner resembling a Markov chain.
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10 2 Generative AI in practice

Undoubtedly, our conjecture oversimplifies GPT’s actual model [128]; however,
we cannot check which model ChatGPT runs in practice because OpenAI does not
reveal its code.

While OpenAI keeps its coding secret, OpenAI’s team revealed a small hint—the
team wrote a report stating that ChatGPT is a “transformer-style” model [128]. Even
though some knowledge about transformer models has been shared in the scientific
community [48, 148, 168], it is unclear what the term ‘style’ refers to, as OpenAI
has not explained it [128].

The only thing disclosed so far is that OpenAI trained the ChatGPT’s model using
human feedback (see openai.com/blog/chatgpt). Nevertheless, the extent and
nature of this human intervention remain unclear. What the report makes clear is that
the ChatGPT’s model generates a statistical prediction of the next ‘token’ (a token
is a word or a group of words [39]). This statistical-prediction behavior of ChatGPT
leads us to conjecture that ChatGPT mimics a Markov chain.

Under this conjecture, for any given token, ChatGPT’s model issues a corre-
sponding big-size vector of tokens. Each token in this vector is associated with a
probability. The model selects the token with the highest probability, displays it on
the user’s screen, and repeats this process to form a chain of tokens. This token chain
subsequently forms sentences and paragraphs.

To illustrate this point, suppose you want to write a text about your personal
experience related to sleeping patterns. A sentence you might write is as follows.

I woke up this [. . . ].

Which word should you use in place of [. . . ]? It could be morning, afternoon, day,
or any other word that makes sense to you. The word you will choose then takes
into consideration the previous words; these words followed a chain, presented in a
fixed order: I↔woke↔up↔ this↔ [. . . ].

The word that could fill the gap varies (see Prompt 2.1), but it cannot be ‘pencil’
because this word does not fit logically.

Prompt 2.1: ChatGPT-3.5

>> In English. Give me only essential information. Please consider the phrase:
”I woke up this [. . . ]”, where [. . . ] represents a word. Please show me a list
of the 3 most likely words that could appear and better fit in. Arrange these 3
words from the least common to the most common in the first position. Show
examples of usage in complete sentences.

If you decide to ask for assistance from a language model and let it generate
text by itself (Prompt 2.1), it is important to consider one key factor: the language
model chooses words based on an underlying probability vector. To put it simply, the
language model chooses the most likely word within a given probabilistic context.
Word by word, sentence by sentence, the model follows the most likely (probabilis-
tic) sequence of events.

openai.com/blog/chatgpt
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Answer 1: (from Prompt 2.1)

Answer: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Here are the three most likely words that could appear in the phrase ”I woke up this
[...]” arranged from least common to most common:
1. ”morning”
Example: I woke up this morning feeling refreshed and ready for the day.
2.”time”
Example: I woke up this time and realized I had overslept.
3. ”day”
Example: I woke up this day with a sense of excitement for the adventures ahead.
Please note that the order of these words from least common to most common is based
on their general frequency of usage in this context.

Caution. Language models like ChatGPT do not remain consistent in their
answers. You can ask the same thing twice, and the corresponding answers
can be completely different [117]. Be careful.

2 ChatGPT can fabricate information and hallucinations

Beware of relying on generative AI, as it can fabricate information. It makes up
things that sound true but are not (Fig. 1). The reason why ChatGPT fabricates
information remains unclear—this feature may be tied to its probabilistic model.

The authors of [29] asked ChatGPT-3.5 a simple question multiple times: whether
17077 is a prime number. We know the answer is positive: ‘17077 is a prime num-
ber.’ Strikingly, ChatGPT-3.5 gave the correct answer in 86.6% of the runs but failed
in 13.4%, even though the same question was asked in all instances. For this partic-
ular question, ChatGPT-3.5 went through a probability of success and failure, like
a binomial process. This suggests that ChatGPT-3.5 operates under a probabilistic
structure (see [29]).

The fabrication of information by language models is an old problem, commonly
referred to as ‘hallucination. Instances of hallucination from language models have
been widely documented [22, 29, 99]. For example, the authors of [5] tasked Chat-
GPT with generating articles on medicine-related topics and found that it produced
texts filled with incorrect information and nonexistent references. An article full of
hallucinations. OpenAI issued a warning to users that ChatGPT can generate frag-
ments of text with hallucination [128].

In addition to hallucinations, ChatGPT’s answers may vary over time [29, 117].
At times, it gives correct answers, yet on other occasions, it gives incorrect ones.
As a result, anything that ChatGPT tells us might be wrong or inaccurate. This
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Fig. 1 ChatGPT: fabrication of information. The screen shows ChatGPT answering that “one
pound of bricks is heavier than two pounds of sand.” This statement is wrong.

is disappointing. We must always double-check the accuracy of the information it
generates.

OpenAI recognizes that ChatGPT has not yet reached the level of generating fully
reliable information; see OpenAI’s comments at openai.com/blog/chatgpt.
Perhaps the root cause of ChatGPT’s tendency to fabricate information lies in its
probabilistic structure. Therefore, users must approach the content generated by
ChatGPT with care and critical thinking. The model has the potential to produce
text that contains inaccuracies, errors, and biases.

The responsibility for identifying fabricated information falls entirely on us. This
is undoubtedly disappointing. We have used computers with the assumption that
they will not fail. However, ChatGPT is fundamentally different—it can and will
make mistakes, as it is inherently prone to error.

openai.com/blog/chatgpt
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Caution. ChatGPT can create hallucinations for any kind of query [22, 29,
128]. Be careful.

3 ChatGPT ‘version 4’ running with Microsoft Bing

At the time of writing this monograph, ChatGPT-4 is the latest version released
by OpenAI, available exclusively to users who subscribe via the website chat.

openai.com.
Empirical studies provide mixed findings on its performance compared to ChatGPT-

3.5. While one study indicates that ChatGPT-4 outperforms its predecessor in
medicine-related topics [163], another study highlights its limitations in mathematics-
related tasks [29]. Regardless of which version proves superior, users would benefit
greatly from having free access to both.

Fortunately, there is an alternative for accessing ChatGPT-4 without cost, made
possible through a partnership between OpenAI and Microsoft. By using Microsoft
Bing, a free search engine owned by Microsoft, users can interact with ChatGPT-4
via an integrated console (see Fig. 2).

For simplicity, we refer to this tool as Bing-ChatGPT. It combines the functionali-
ties of a search engine and a text generator (unlike ChatGPT-3.5, which lacks search
engine capabilities). Through this console, users can interact with Bing-ChatGPT
and request information on any topic.

Bing-ChatGPT retrieves information from the internet and combines this infor-
mation with ChatGPT’s abilities to create informative responses. In the responses,
Bing-ChatGPT often presents links to where users can find more information.

Using Bing-ChatGPT follows the same procedure as using ChatGPT: after re-
ceiving a response, users need to critically analyze the text and determine its rele-
vance and accuracy. While the generated text can serve as a helpful draft, it should
never be presented as our own text, as doing so constitutes plagiarism (see Section
8). Exercise caution in this regard.

Bing-ChatGPT offers a convenient way to utilize ChatGPT-4 at no cost. Its web-
searching capability is a significant advantage, as it summarizes information from
multiple sources, eliminating the need to browse numerous websites for the desired
content. This feature enhances productivity by saving time when searching for in-
formation online.

This monograph includes several examples of Bing-ChatGPT in action.

4 Bing-ChatGPT as a copy editor

Researchers dedicate countless hours to conducting research—that is their primary
responsibility. However, once the research is complete, many feel an urgent need to

chat.openai.com
chat.openai.com
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Fig. 2 Bing screenshot. If we click on the ‘Creative’ button (arrow), then Bing enables ChatGPT-
4. Note that Bing confirms it is powered by ChatGPT-4.

share their findings with the research community. That is exactly the point where
the challenging task of scientific writing begins.

Scientific writing requires significant time and effort. It involves presenting com-
plex ideas in a way that readers can logically understand. Effective communication
demands well-crafted sentences to convey reasoning. The reasoning follows through
sentences that must be clear. Not to mention that grammar errors, misspellings, and
vague statements can undermine their writing, blurring the communication of ideas.

To advance this discussion even further, suppose you finished writing your re-
search article. Whether displayed in print or on a screen, it appears flawless and
ready for submission. You set it aside for two weeks, immersing yourself in other
pressing tasks, before returning to it for one final look, a glance-through reading.

To your surprise, you discover several mistakes. In the introduction, you quickly
catch two subject-verb agreement errors. In the methods section, you spot a mis-
spelled word. One of the figures contains a typo. As you continue reading, you
identify unclear statements and a missing citation in the results section. Moreover,
you realize that the concluding section fails to adequately highlight the paper’s con-
tributions.

A mix of guilt and frustration washes over you. How could so many issues have
slipped past your notice? What if you had submitted the paper with these errors?
Would the reviewers perceive you as a careless writer? And what if there are other
mistakes you have missed?

The need for expert assistance—someone to proofread and edit your paper before
submission—suddenly becomes critical.
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Proofreading academic texts is traditionally conducted by copy editors, profes-
sionals with extensive expertise in language and writing. Their primary role is to
refine the content, ensuring it achieves accuracy, clarity, conciseness, and coher-
ence. Additionally, copy editors enhance the style and tone of the text, tailoring it to
align with the expectations of the intended audience.

Copy editors are responsible for ensuring that a document adheres to the highest
standards of mechanics, style, consistency, technical accuracy, and formatting. This
meticulous and systematic process is essential for transforming a manuscript into its
most refined and polished form.

While writing an academic paper, authors may inadvertently include an infor-
mal phrase or an unclear statement, which an experienced copy editor can promptly
identify and address. Those professionals offer high-quality language-editing ser-
vices, typically costing around U$165 per set of 1500 words; see for instance the
language editing services at elsevier.com. Scientific writers benefit a lot from the
work of copy editors [181].

Until very recently, activities related to language-editing services had been per-
formed exclusively by high-skilled professionals like copy editors and proofreaders.
However, new competitors have entered the market: computer programs—tailored
for language-editing services; see, for instance, free online language-editing tools
like like grammarly.com, prowritingaid.com, and hemingwayapp.com.

Another noteworthy option is Bing-ChatGPT, which functions as a writing expert
and can significantly enhance the quality of writing [61]. Users can subscribe to
Bing-ChatGPT (Section 3) and type commands such as Prompt 2.2 into its console.
Acting as an experienced copy editor, Bing-ChatGPT evaluates and improves text
with notable efficiency

Prompt 2.2: Bing-ChatGPT

>>Act as an experienced copy editor and analyze the text next: [place text here]

A well-known limitation of Bing-ChatGPT is its inability to analyze critically the
content of a paper or grasp the subtle meanings that an author may wish to convey.

In contrast, professional copy editors and proofreaders possess the critical think-
ing and nuanced understanding that can enhance the quality of scientific papers
significantly. Their expertise helps authors ensure precision, clarity, and intent.

For researchers who cannot afford these professional services, Bing-ChatGPT
seems a practical, no-cost alternative (see Section 3).

4.1 Bing-ChatGPT to improve the quality of academic writing

Numerous researchers have highlighted the potential of Bing-ChatGPT for improv-
ing the quality of academic writing (e.g., [5, 10, 65, 82, 93, 147, 160]). Bing-
ChatGPT excels at improving writing with respect to grammar, clarity, and style.

elsevier.com
grammarly.com
prowritingaid.com
hemingwayapp.com
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Beyond these capabilities, it offers suggestions for word choice, sentence structure,
paragraph organization, and tone adjustments, ensuring alignment with scholarly
standards. Let us check next some illustrative examples.

Consider the next text, sourced from [167].

“A form of expressing emotion is language, mostly associated with sentiment
and perception (Berry et al., 1997; Lindquist, 2017). Being a key element in
language processing, writing determines how others perceive an the feelings of
an individual (Ortony et al., 1990, p. 15). Because writing and individual words
carry a certain level of emotion, researchers have attempted to characterize the
sentiment of an individual through word analysis (Ortony et al., 1990; Taboada
et al., 2011; Liu, 2015).” (borrowed from [167]).

The next text came from Bing-ChatGPT.

“Language is a form of expressing emotion, which is closely related to sentiment
and perception (Berry et al., 1997; Lindquist, 2017). Writing is a key element
in language processing, as it influences how others perceive the feelings of an
individual (Ortony et al., 1990, p. 15). Since writing and individual words convey
a certain level of emotion, researchers have tried to characterize the sentiment
of an individual by analyzing their word choices (Ortony et al., 1990; Taboada
et al., 2011; Liu, 2015). (text generated by Bing-ChatGPT from Prompt 2.3).

After a thoughtful analysis of both paragraphs, we can clearly see that Bing-
ChatGPT improved the quality of the fragment from [167]. It achieved this by repo-
sitioning keywords, replacing verbs, and reorganizing clause structures for better
clarity and coherence.

For example, Bing-ChatGPT moved the word ‘language,’ the central theme of
the paragraph, to the very beginning, ensuring the topic was in the main paragraph’s
spot. Besides, it transformed the participial phrase ‘Being a key element in language
processing’ into the simple present clause ‘Writing is a key element in language
processing,’ making the statement more direct and concise. Furthermore, it replaced
the less clear phrase ‘through word analysis’ with the more precise alternative ‘by
analyzing their word choices.’

This simple analysis illustrates the potential of Bing-ChatGPT to improve the
quality of academic writing.

Prompt 2.3: Bing-ChatGPT

>>Please improve the next text with respect to grammar, clarity, and style:
[place text here]
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4.2 Bing-ChatGPT on removing grammar errors

Bing-ChatGPT can help researchers with catching grammar errors. It can spot and
correct errors such as noun-verb agreement errors, misspellings, punctuation mis-
takes, and other grammatical problems that affect readability and accuracy.

To illustrate its capabilities, let us consider a hypothetical scenario: suppose we
wish to draft a paragraph discussing the consequences of data manipulation. Below
is an example of such a paragraph (with errors).

“The deliberate manipulation of data in research has considered serious miscon-
duct. Those that engage in this practice may be caught and received punishment.
A study cites a case processed in The Canadian Institutes of Health Research
when it banned researcher from funding because of manipulating data [152].
Had this researcher know the consequence, perhaps researcher would not en-
gage this dishonests practice.”

This text contains numerous grammar errors. When seeing these mistakes, read-
ers get confused or distracted. On both cases, they will focus their energy on pin-
pointing errors instead of understanding the content. Remember that texts contain-
ing grammar errors can be interpreted as sloppy and unprofessional. A bad sign
anyway. Still, if the authors had insisted on submitting the previous text for peer
evaluations, their text could have hurt their reputation as academic writers. Now
compare the previous text with the next one.

“The deliberate manipulation of data in research is considered serious miscon-
duct. Those who engage in this practice may be caught and receive punishment.
A study cites a case processed by The Canadian Institutes of Health Research,
when it banned a researcher from funding because of manipulating data [152].
If this researcher had known the consequence, perhaps they would not have en-
gaged in this dishonest practice. ”

This text was revised by Bing-ChatGPT, which successfully eliminated all gram-
mar errors. The text now appears polished and engaging, allowing readers to focus
entirely on the message without being distracted by grammatical mistakes.

Prompt 2.4: Bing-ChatGPT

>> Is the next text grammatically correct? If not, please rewrite it in the correct
form: [place text here]
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4.3 Bing-ChatGPT: if you use it, say so

Throughout this monograph, we emphasize the importance of using Bing-ChatGPT
in ethical ways. This means adhering to the highest standards of academic honesty
and transparency.

One example of ethical use is utilizing Bing-ChatGPT to correct grammar errors
in our own writing. To the best of our knowledge, this is a fair and honest practice,
much like if we asked support from a professional copy editor to polish our text.

However, we strongly advise against using Bing-ChatGPT, or any other language
tool to create content and misrepresent it as our own. Such practices constitute pla-
giarism, as defined and discussed in Section 8.

It is essential we have our content by ourselves, drawing upon our own writing
skills and knowledge. Tools like Bing-ChatGPT should only be used to improve the
quality of text we have already written.

Caution. Bing-ChatGPT and other writing tools should never substitute au-
thors in their writing. Be careful.

Declaration of Generative AI and AI-assisted technologies

We advise researchers to acknowledge the use of Bing-ChatGPT or any other lan-
guage model in their scientific writing. Be transparent. This is the best practice.

This allows editors and reviewers to assess our contributions and understand to
what extent these tools have been employed. For example, if Bing-ChatGPT was
used to correct grammar errors in a manuscript, this should be explicitly stated.
A declaration of the use of generative AI or AI-assisted technologies should be
included in the text.

This recommendation aligns with Elsevier’s policy, which permits authors to use
AI-based tools like Bing-ChatGPT to enhance the language and readability of their
manuscripts. However, authors must disclose in detail which tools were used and
how they were applied; see, for instance, the policy at elsevier.com/about/
policies/publishing-ethics.

Rockefeller Publishing Co., Springer Nature Group, and PLOS ONE have poli-
cies similar to that of Elsevier: they allow authors to use AI-based tools to improve
the quality of writing, but they require authors to disclose how they used these tools.
An example of statement is as follows.

Statement: During the preparation of this work, the author(s) used [NAME
TOOL / SERVICE] to [REASON]. After using this tool/service, the author(s)
reviewed and edited the content as needed and take(s) full responsibility for
the content of the published [PAPER/BOOK/OTHER].”

elsevier.com/about/policies/publishing-ethics
elsevier.com/about/policies/publishing-ethics
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However, the policies of Science journals are notably stricter. They prohibit
text generated by generative language tools, with exceptions allowed only at the
discretion of the editors. For more information, refer to their editorial policies at
science.org/content/page/science-journals-editorial-policies.

To summarize, AI-based tools such as Bing-ChatGPT can assist researchers to
improve the quality of their papers, particularly for non-native English speakers.
However, these tools should be used judiciously: while they are excellent for refining
language and improving writing quality, they are not intended to generate original
content on behalf of the authors.

Additionally, the authors must disclose the tools they used and how they ap-
plied the tools in their manuscripts. Failure to do so may be perceived as academic
dishonesty. Why? Because presenting content as one’s own, while knowing it was
generated by a third party (e.g., Bing-ChatGPT), is unethical and can be classified
as plagiarism.

5 Bing-ChatGPT as a source of quick-start research ideas

If you are reading this, chances are you are scientist who continuously explores new
research topics. The initial step in this process typically involves start by looking
for topics on the Internet, perhaps trying to find published papers through search
engines like Google Scholar and Scopus.

You quickly realize that the web offers a vast array of information. While abun-
dant, it is fragmented and scattered among papers and websites. It is hard to follow a
coherent story. The many links available distract your attention from the main topic,
as you become tempted to click on them and explore catchy links. Then you click,
and the link leads to more links that catch your attention to other topics, resulting in
a chain of distractions that pulls you further away from the original topic.

Ultimately, the time invested in this search may extend to an hour or more, as
you work to gather materials, identify relevant sources, and organize them into a
coherent structure. Despite this considerable effort, the outcome typically provides
only a preliminary overview of the research—a brief introduction to what is most
important.

Have you ever considered the possibility of automating your search process, sav-
ing countless hours spent on surfing on the internet? Fortunately, there exists a tool
for that: Bing-ChatGPT.

Bing-ChatGPT is capable of generating a concise summary of a research topic
within seconds. The process is straightforward: you simply draft a request detailing
the topic of interest and submit it to Bing-ChatGPT.

For example, assume you wish to start a research on the topic “effects of heat on
plants.” Once you submit this query to Bing-ChatGPT, it will promptly produce a
well-structured summary (as exemplified in Prompt 2.5; see also Answer 2.1).

science.org/content/page/science-journals-editorial-policies
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Answer 2.1: (from Prompt 2.5)

>> Answer:.....................................................................
Heat stress is one of the major abiotic factors that affect plant

growth and development. High temperatures can cause irreversible

damage to plant cells, impairing photosynthesis, respiration, water

balance, and nutrient uptake. Moreover, heat stress can induce

oxidative stress, alter gene expression, and disrupt hormonal

balance in plants (Wahid et al., 2007).

Plants have evolved various mechanisms to cope with heat stress,

such as acclimation, adaptation, and thermotolerance. Acclimation is

the process of adjusting the physiological and biochemical processes

of plants to moderate or short-term heat stress. Adaptation is the

long-term evolutionary response of plants to high temperatures in

their natural habitats. Thermotolerance is the ability of plants

to survive and recover from lethal or extreme heat stress (Bita and

Gerats, 2013).

One of the key strategies that plants use to enhance their

thermotolerance is the synthesis of heat shock proteins (HSPs),

which are molecular chaperones that protect cellular proteins

from denaturation and aggregation under heat stress. HSPs also

play important roles in signaling, transcriptional regulation,

and protein degradation in response to heat stress (Larkindale

and Vierling, 2008). Besides HSPs, plants also produce other heat

stress-related proteins, such as dehydrins, late embryogenesis

abundant proteins, osmotin, and aquaporins, which help maintain

cellular hydration and membrane stability under high temperatures

(Hasanuzzaman et al., 2013).

: Wahid A., Gelani S., Ashraf M., Foolad M.R. Heat tolerance

in plants: An overview. Environ Exp Bot. 2007;61:199{223. doi:

10.1016/j.envexpbot.2007.05.011.

: Bita C.E., Gerats T. Plant tolerance to high temperature in a

changing environment: scientific fundamentals and production of

heat stress-tolerant crops. Front Plant Sci. 2013;4:273. doi:

10.3389/fpls.2013.00273.

: Larkindale J., Vierling E. Core genome responses involved in

acclimation to high temperature. Plant Physiol. 2008;146:748{761.

doi: 10.1104/pp.107.112060.

: Hasanuzzaman M., Nahar K., Alam M.M., Roychowdhury R., Fujita

M. Physiological, biochemical, and molecular mechanisms of heat

stress tolerance in plants. Int J Mol Sci. 2013;14:9643{9684. doi:

10.3390/ijms14059643.

Prompt 2.5: Bing-ChatGPT

>>Look up “effects of heat in plants” in scholarly papers, focus only on papers
published in PubMed and Sciencedirect, and use what you have found to
write 3 paragraphs. Include at least 5 in-text citations in these paragraphs.
Please write these paragraphs as if they were meant to be published in the
introduction section of a high-quality research paper. (see Answer 2.1).
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Fig. 3 Bing-ChatGPT created the table. Bing-ChatGPT searched through published papers on the
topic “brain sensors and implants,” and presented the output in a simple-to-read table. However,
only the reference in the first row is real. The other two references are fake. Bing-ChatGPT fabri-
cated them.

Prompt 2.5 led to Answer 2.1. It is clear from Answer 2.1 that Bing-ChatGPT
can save us time while automating academic.

6 Bing-ChatGPT may create fake references

Unfortunately, Bing-ChatGPT can show wrong references. Specifically, it can pro-
duce hallucinated citations when attempting to gather sources from the Internet.
Such hallucinations significantly limit the utility of Bing-ChatGPT in compiling a
reliable and meaningful literature review, as previously noted by [131].

For instance, we sought to collect information from published papers on the topic
“brain sensors and implants.” To achieve this, we utilized the text in Prompt 2.6, but
the results were disappointing (see Fig. 3).
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Prompt 2.6: Bing-ChatGPT

>>“Look up ”brain sensors and implants” in scholarly papers, focus only on
papers published in PubMed and Sciencedirect, and use what you have found
to create a table. The first column contains only the title and DOI code
and the second column summarizes the paper’s abstract in no more than
80 words, and the third column summarizes the main paper’s findings in no
more than 40 words. Show only the first 3 rows of this table.” Text used to
generate the table shown in Fig. 3

Caution. Bing-ChatGPT can create fake references.Always check if the ref-
erence that Bing-ChatGPT provides does exist. Be careful.

Prompt 2.7: Bing-ChatGPT

>> I want you to impersonate an AI Alice and an experienced scientific editor
Bob. Both will engage in a chat. And the chat will start once I ask a question
or present a statement.
1. Alice will start and will give her own answer in double quotes, followed
next by a detailed interpretation of why she had created her answer.
2. Bob will independently analyze current Alice’s answer given in double
quotes. Bob will explain his way of thinking and will justify it in a step-by-
step argument.
3. Bob then will find at least one error or flaw in Alice’s answer when com-
pared to the initial question. Bob will explain his way of thinking and will
justify in a step-by-step argument why he interprets Alice’s error or flaw.
4. Alice will read Bob’s analysis and will produce a new answer that takes
into account all points raised by Bob.
5. Bob repeats step 2 with an improved version of Alice’s answer until he
will fail on step 3.
Please read and confirm if you understand and are ready to start the process.
(Answer in Answer 2.2).

7 Bing-ChatGPT can talk with itself

One approach to exploring the potential of Bing-ChatGPT is through the concept of
self-talk. In this method, Bing-ChatGPT is instructed to simulate a dialogue between
two experts. To create such a conversation, Bing-ChatGPT combines information
retrieved from the web with the advanced natural language processing capabilities
of ChatGPT. This self-talk mechanism often yields high-quality content.
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Answer 2.2: Bing-ChatGPT

>> Answer:.....................................................................
I understand your request and I am ready to start the process.

>> Plagiarism can be accepted in academia.

Answer:.....................................................................
Alice: "Plagiarism can be accepted in academia" is a false

statement. Plagiarism is the practice of taking someone else’s

work or ideas and passing them off as one’s own, without proper

citation or acknowledgement (1). Plagiarism is considered a serious

academic offense, and it can have severe consequences for students,

researchers, and academics who commit it. Some of the possible

consequences are:

Grade penalty or automatic zero on the assignment or course (2)

Failing grade on the course or degree (3) Academic probation or

expulsion from the institution (4) Loss of academic reputation and

credibility (5) Legal action for copyright infringement (6)

Bob: Alice’s answer is partially correct, but it has some errors and

flaws. First, Alice did not provide a clear and precise definition

of plagiarism. ............................................................

Remaining of this answer is omitted

Fig. 4 ChatGPT: potential plagiarism. Each colored phrase in the image contains an ‘alert of po-
tential plagiarism’ issued by the plagiarism-detector software Turnitin.com.

For example, consider a scenario where we aim to understand the concept of
plagiarism. Since Bing-ChatGPT can emulate any expert, we can prompt it to cre-
ate fictitious personas like an ‘AI Alice’ and an ‘expert scientific editor Bob.’ The
subsequent step involves initiating conversation between the two. The following
command generates a dialogue focused on the topic of plagiarism.

When Bing-ChatGPT suddenly stops producing text under Prompt 2.7, we can
ask it to continue the chat by typing “continue” in the console.

Turnitin.com
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8 Plagiarism

Plagiarism is the practice in which an individual uses someone else ideas and
presents them as one’s own. Plagiarism applies not only to ideas but also to text,
data, images, or artwork, enticing situations in which the original creator has not
given consent or has not received proper credit [106, 135]. Plagiarism is an uneth-
ical behavior, unacceptable in academia [122]. It is like cheating—no one tolerates
it.

In academic contexts, plagiarism is classified as a serious offense. It constitutes a
form of fraud that involves misappropriating another individual’s intellectual prop-
erty [41]. The consequences for engaging in plagiarism are severe. For instance, it
can irreparably damage a researcher’s reputation, disrupt or terminate their career,
or result in both outcomes [41, 44, 78, 122].

Plagiarism constitutes a form of theft that directly violates the ethical principles
of academic integrity [106]. Despite its unethical nature, this form of misconduct
has been pervasive in academia for a long time. A study reveals alarming statistics,
showing that over 70% of Ph.D. holders within a surveyed group have observed
instances where individuals misappropriated the ideas of others [12, p. 718].

The act of taking another person’s ideas, text, or visual materials without their
consent and failing to provide appropriate credit entails plagiarism. Such practice
is unethical and dishonest, as it violates core principles of academic integrity and
intellectual property rights [122]. Consequently, it is imperative for scientific writers
to avoid plagiarism at all costs.

The author of [44, p. 71] emphasizes the importance of citing the sources from
which we have derived words and ideas, regardless of their origin. As noted in [44,
p. 71], sources such as books, articles, the internet, newspapers, and even movies—
any medium that has contributed to our writing—must be cited.

By analogy, it is essential to cite or inform readers when we have utilized words
or ideas generated by ChatGPT, as discussed in Section 4.3.

According to the authors of [54, p. 23] and [80], copying and pasting content
directly from the Internet constitutes plagiarism. By extension, copying and past-
ing text generated by ChatGPT also qualifies as plagiarism. Therefore, when using
ChatGPT for academic writing, we need to be extremely careful.

Moreover, ChatGPT texts often resemble verbatim excerpts from existing sources,
which can be flagged by plagiarism detection tools. For instance, as illustrated in
Fig. 4, ChatGPT produced segments of text that appear to have been derived from
other sources.

The ‘potential plagiarism’ of ChatGPT, as illustrated in Fig. 4, has been docu-
mented in the literature [93]. Because of that, some individuals may criticize Chat-
GPT and accuse it of plagiarism. However, we are not here to judge ChatGPT,
whether in its favor or against. Such a discussion extends beyond the scope of this
book. That being said, ChatGPT has generated chunks of text that appear to have
been published elsewhere (see Fig. 4). This phenomenon may be attributed to the
methodologies employed by OpenAI during ChatGPT’s training process.
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As the probabilistic model inside ChatGPT absorbed a large amount of text dur-
ing its training [128], it might be that some of this text may be extracted from aca-
demic sources, such as scholarly papers and books. Therefore, ChatGPT may have
extracted certain patterns of words and phrases from these academic sources that
now result in ChatGPT using the same patterns to generate its own content. How-
ever, we lack the means to confirm the validity of this claim, as OpenAI does not
disclose the source code or the specific training data used to develop ChatGPT.

Another strong reasonto avoid copying and pasting text from ChatGPT is the risk
of duplication. ChatGPT has the potential to generate identical or nearly identical
pieces of text for different users. If an individual publishes such text as their own,
there is a significant possibility that others may recognize the content and report it
to the relevant publisher or editorial office, thereby confirming an act of plagiarism.
That of copying and pasting text generated by ChatGPT and presenting it as one’s
original work constitutes an unethical practice.

Caution. Never, ever copy-and-past contents of ChatGPT into your scientific
writing. Copy-and-paste means plagiarism. Be careful.

8.1 How to avoid plagiarism

Since plagiarism involves using someone else’s content without giving proper credit,
we can actively avoid plagiarism by applying several straightforward techniques.

8.1.1 Quotation from others

The first technique is known as quoting. This involves directly copying a passage
from another source and incorporating it into one’s own writing, enclosed within
quotation marks. Additionally, proper acknowledgment must be given to the original
authors by providing an appropriate reference. For instance, the following quote was
borrowed from [153, p. 217].

“As with any kind of dishonesty, plagiarism has always been with us [153, p.
217].”

Quotation is a technique that should be used sparingly [1, p. 271].

8.1.2 Paraphrasing

The second technique is known as paraphrasing—it involves rewriting or rephrasing
a passage using one’s own words, providing an explanation of the passage based
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on individual interpretation. The author of [91, p. 73] defines paraphrasing as the
activity of expressing someone else’s content in one’s own words.

Paraphrasing brings certain risks if not done correctly. Since the original passage
belongs to its creator, it is essential to cite the source appropriately. Proper citation
is mandatory and serves as a fair way to give credit to the owner of the original text.

Interestingly, Bing-ChatGPT has paraphrasing skills. To illustrate this feature, let
us observe Bing-ChatGPT in action with a passage drawn from [167].

Original text: “The negativity of the people has dropped. In particular, the nega-
tivity of the people declined almost linearly as the vaccination rose exponentially,
suggesting slow emotional adaptation to a rapidly evolving situation. For this
reason, it seems reasonable to affirm that the vaccination campaign has played
a crucial role in decreasing the negativity of the people [167].”

By typing the text of Prompt 2.8 in Bing-ChatGPT’s console, we obtain the next
paragraph.

Paraphrased text: “People have become less negative as more of them got vac-
cinated. The data shows a clear inverse relationship between people’s negativity
and vaccination rates, which increased very fast. This means that people gradu-
ally adjusted their emotions to the changing situation. Therefore, we can say that
the vaccination campaign was very important for reducing people’s negativity.
[167].”

By comparing the original text with the paraphrased one, we see that both essen-
tially contain the same idea but use different sentence structures. The paraphrased
text shows shorter sentences, which is positive for readability. On the other hand,
the paraphrased text shows a problem, as detailed next.

Prompt 2.8: Bing-ChatGPT

>> act as an experienced copy editor and write a text that paraphrases the next:
[place text here]

The paraphrased text looks pretty similar to the original text. This similarity
could be classified as patchwriting. Patchwriting is a term that describes the new
text as being too dependent on the original text.

Patchwriting typically arises from superficial syntax and lexical changes, such as
removing some words, rearranging them, and changing the sentence structure [1].
Patchwriting is a form of plagiarism, even if the authors cite the source [1]. There
is a debate about the differences between borrowing and patchwriting; the limits
between them are unclear. What we know, though, is that citation is always a good
practice because it keeps away the intention to deceive [1].

Even so, relying on AI-based tools to paraphrase a text raises concerns about
academic dishonesty [142]—the concerns arise from the fact that paraphrasing is
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supposed to be done by humans. For example, when paraphrasing, scientific re-
searchers must add their interpretation to the text, and include criticism whenever
necessary. AI-based tools are unable to do that.

The authors of [142] highlight a valid concern that academic integrity may be
at risk due to the misuse of AI-based tools. Some writers may exploit such tools to
cheat, appropriating someone else’s text and bypass plagiarism detection tools. This
is a fair concern. Even so, we believe that a tool like ChatGPT is neutral; it can be
used either ethically or unethically, as noted by [184, p. 3172]. Above all, it remains
our responsibility to utilize these tools with honesty and integrity.

Prompt 2.9: Bing-ChatGPT

>> act as an experienced copy editor and summarize the next text in only one
sentence, focus only on the main point, and write your summary as if you
were using your summary in a scientific paper: [place text here]

8.1.3 Summarizing

Summarizing is a technique that condenses the primary information from someone
else’s text into a concise form. As a result, the summary is a shorter version that
reflects the author’s interpretation of the original ideas. Summarizing is also the
most common method used to prevent plagiarism.

Bing-ChatGPT has the capability to summarize text effectively. To illustrate this,
we utilized Bing-ChatGPT to generate a summary of the paragraph presented in the
previous section (borrowed from [167]). This was accomplished by inputting the
text of Prompt 2.9 into Bing-ChatGPT’s console.

Summarized text: “The text shows a negative correlation between the vaccina-
tion rate and the people’s negativity, indicating a gradual emotional adjustment
to a fast-changing situation [167].”

This summary captures the essential information of the original paragraph. Note
that a summary of someone else’s work requires a proper citation, usually placed at
the end of the sentence.

8.2 A brief note on self-plagiarism

Many early-career researchers may be unaware that copying and pasting content
from their own previously published texts constitutes self-plagiarism. Reusing one’s
own ideas, text, data, or images without appropriately citing the source incurs self-
plagiarism. Self-plagiarism is considered a form of scientific misconduct [24, 78].

Some may argue that labeling the reuse of one’s own work as misconduct is
unjust, given the effort involved in its creation. However, an author who replicates
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and incorporates portions of their previous work into a new publication without
proper citation commits self-plagiarism.

Furthermore, such practices will likely alert Editors to potential plagiarism, as
nearly all academic journals and publishing companies employ plagiarism-detection
software, such as Turnitin.com, to review submitted material [25].

Certain institutions permit authors to recycle up to 10% of their text [25, p. 197].
However, we argue that this practice is not advisable: reusing the same text in multi-
ple works can still be regarded as self-plagiarism. What is the point of risking one’s
reputation over recycled content?

Conversely, some researchers propose that text recycling could be acceptable in
specific contexts, particularly when used to describe methods, materials, or back-
ground information (e.g., [4, p. 784], [121]).

We believe that text recycling should be avoided. A good reason is that published
text belongs to the publisher who has exclusive copyrights over the published text.
This implies that an author must request permission from the publisher before even
attempting to submit any chunk of text published in previous work. Should an author
proceed with text recycling, it becomes essential to secure proper authorization—
written permission that safeguards against violations of copyright law.

Copyright applies not only to text but also to images, tables, and data—in other
words, the entire publication. Therefore, authors should be careful when recycling
material, as they may no longer hold ownership over it and cannot reproduce it
without obtaining explicit consent from the copyright holder.

8.3 Ethical implications of using ChatGPT-generated text in
academic writing

The authors of [76] describe an intriguing experiment involving Professor Ethan
Mollick from The University of Pennsylvania, USA, and his students. As detailed
in [76, p. 599], Dr. Mollick tasked his students with using AI-based tools to write
essays. After a few iterations with the AI tool, the students produced high-quality
texts, making it nearly impossible to determine whether they used AI-generated
content or not.

This experiment reveals a new trend among scholars: the collaboration between
people and AI to improve the quality of writing.

The ethical implications of incorporating ChatGPT-generated text into academic
writing remain unclear. As noted by the author of [68], it is dishonest to present
ChatGPT-generated output as one’s own work. We align with the author’s position.
However, a pertinent question arises: is it ethically acceptable for an author to edit
a ChatGPT-generated output and then submit it for publication?

This practice brings controversy; some may oppose it; others may support it only
if the writer discloses that ChatGPT was responsible for generating part of the text.
Some researchers might even support the idea that authors could use AI-written text
and change it drastically.

Turnitin.com
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How much change is sufficient? Does a ‘drastic change’ prevent plagiarism? We
have no answer. The editorial board of Science journals decided for the easiest path:
they banned all AI-generated text from their publications (Section 4.3).

To ban all AI-generated text seems unwise because AI technology is ubiquitous
[52, 158]. It is only a matter of time before AI takes over creative tasks such as
scientific writing [76, p. 599]. This transformation is already in progress; for in-
stance, researchers have developed a program running on ChatGPT that is capable
of autonomously generating a meaningful scientific paper [30].

We advocate for the idea that utilizing AI as a collaborator is ethical, particularly
when it is employed for generating ideas, revising texts, and enhancing the quality
of writing (see also [68]). Such collaboration between humans and AI tools has the
potential to foster creativity, originality, and efficiency [68].

The ethical boundary becomes increasingly ambiguous when a text generated
by ChatGPT is edited solely for the purpose of creating content to be submitted
to a scientific journal. Such a practice appears to be unethical, even if the authors
disclose that part of the text originated from ChatGPT. This matter remains a topic
of debate [140, 147, 158, 166].

As Dr. Ethan Mollick wisely noted in [76, p. 599], the footprint of AI-generated
content vanishes when the writer revises the text through iterative engagement with-
the AI itself. Now, this practice raises another question: how should the editors of
scientific journals respond if AI-generated content leaves no discernible footprint in
submitted manuscripts? Will the manuscript be retracted in the future? There is a
potential risk of retraction, especially as guidelines and technologies for detecting
such content continue to evolve.

While we lack a definitive answer, we maintain that honesty and transparency
represent the most ethical approach.

In conclusion, the authors must judge whether the use of AI in their writing
adheres to ethical principles and academic integrity. Remember that the scientific
integrity of a publication lies with its authors [126].

From this perspective, we advocate for the use of ChatGPT as a tool to en-
hance the quality of writing, such as refining text and correcting grammatical errors.
Any other application of ChatGPT may risk violating the principles of academic
integrity. Be careful.




